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cluster-elasticstack

Deploy an Elasticsearch cluster and Kibana on Docker with Ansible.


Summary

This repo builds a generic ElasticStack (Elasticsearch and Kibana currently) cluster based on dynamic inventory generated by https://gitlab.com/ska-telescope/sdi/heat-cluster.

This is based on the deployment from https://www.elastic.co/guide/en/elasticsearch/reference/current/docker.html.

Checkout cluster-elasticstack (this repo) and heat-cluster with:

git clone git@gitlab.com:ska-telescope/sdi/ska-cicd-cluster-elasticstack.git
cd ska-cicd-cluster-elasticstack





Create a elasticstack_vars.yml as the PRIVATE_VARS file passed into heat-cluster.  See https://gitlab.com/ska-telescope/sdi/heat-cluster for more details on how to customise.

Also add to elasticstack_vars.yml ElasticStack specific configuration as found in playbooks/group_vars/all.
The complete configuration looks like:

---
debug: true

############################
# heat-cluster vars
############################
# This name is used for the Heat stack and as a prefix for the
# cluster node hostnames.
cluster_name: elastic_system_core
cluster_keypair: piers-engage

# mount point and volume size for generic data volume
data_filesystem: /var/lib/stack-data
data_vol_size: 100
# yes - create and attach data volume
create_data_vol: true

genericnode_master:
  name: "master"
  flavor: "m1.large"
  image: "Ubuntu-18.04-x86_64"
  num_nodes: 1

genericnode_worker:
  name: "worker"
  flavor: "m1.small"
  image: "Ubuntu-18.04-x86_64"
  num_nodes: 0

############################
# cluster-elasticstack vars
############################
elasticsearch_image: docker.elastic.co/elasticsearch/elasticsearch:7.6.1
kibana_image: docker.elastic.co/kibana/kibana:7.6.1

elasticsearch_cluster_name: ska-systems1

java_mem: 4g

stack_data_dir: "{{ data_filesystem }}"

# determine whether this is single_node or not
discovery_type: "{% if (genericnode_master.num_nodes + genericnode_worker.num_nodes) > 1 %}{% else %}single-node{% endif %}"





The default inventory file location is ./inventory_elasticstack.  The entire build can be done with make build which will first launch heat-cluster and create the dynamic inventory, and then deploy the ElasticStack.  If you wish to just delpoy ElasticStack on an existing inventory then run make build_stack.

The ./inventory_elasticstack file should follow the format:

# Ansible Shade uses OpenStack clients running locally
[openstack]
localhost ansible_connection=local ansible_python_interpreter=python3

# hack because of jinja2 scoping in loops

[cluster:children]
elastic_system_core_master
elastic_system_core_worker

[elastic_system_core_master]
elastic_system_core-master-0 ansible_host=192.168.93.105

[elastic_system_core_worker]

# Specific roles for cluster deployment assignments
[cluster_nodes:children]
elastic_system_core_master
elastic_system_core_worker


[cluster:vars]
ansible_user=ubuntu
ansible_python_interpreter=python3





Run make to get the help:

make targets:
Makefile:add_skampi_index      Add the SKAMPI log index configuration
Makefile:build                 Build nodes and elasticstack
Makefile:build_logging         Install all logging
Makefile:build_nodes           Build nodes based on heat-cluster
Makefile:build_stack           Build elasticstack
Makefile:check                 Health check
Makefile:check_nodes           Check nodes based on heat-cluster
Makefile:clean_nodes           Clean nodes based on heat-cluster - CAUTION THIS DELETES EVERYTHING!!!
Makefile:clean_stack           Remove elasticstack containers and stack-data
Makefile:filebeat              Install filebeat
Makefile:help                  show this help.
Makefile:lint                  Lint check playbook
Makefile:nodecheck             Node state
Makefile:statecheck            Whole cluster state
Makefile:vars                  Variables

make vars (+defaults):
Makefile:INVENTORY_FILE        ./inventory_elasticstack
Makefile:LOGGING_INVENTORY_FILE ./inventory_logging
Makefile:NODES                 logging
Makefile:PRIVATE_VARS          ./elasticstack_vars.yml







Logging

Deployment of filebeat (with the logging role) across the entire landscape is achieved using:

$ make build_logging





This references the inventory_logging inventory file, which specifies the nodes to deploy on, and whether to deploy both filebeat, by setting the flags:

log_docker=false
log_kubernetes=false





The default high level landscape tags are set using the vars:

ska_environment=engageska # usually the hosting provider
ska_service=kubernetes # what kind of application does the service represent on this host
ska_deployment=v1 # what instance of this application does the service represent on this host





These are customised to the individual purpose and environment

Before deploying the filebeat please copy the certificates from the server into tmp/certs.

scp -i key.pem ubuntu@elasticmaster1:/etc/pki/* /tmp/certs/
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